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Abstract-The objectives of this work are to present the dynamic simulation strategy based on cluster-modular ap- 
proach and to develop a prototype simulator. In addition, methods for the improvement of computational efficiency and 
applicability are studied. A process can be decomposed into several clusters which consist of strongly coupled units de- 
pending upon the process dynamics or topology. The combined approach of simultaneous and sequential simulation bas- 
ed on the cluster structure is implemented within the developed dynamic process simulator, MOSA (Multi Objective 
Simulation Architecture). Dynamic simulation for a utility plant is presented as a case study in order to prove the ef- 
ficiency and flexibility of MOSA. 
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INTRODUCTION 

Dynamic simulation has been accepted as a powerful tool to 
predict unsteady state behavior of chemical processes and can 
be used in all phases of process engineering activities such as 
process design, operation, control and automation. In recent 
years, the world-wide process industries are now focusing their 
attention on dynamic simulation to improve the design and 
operation of plants, process control systems and process safety 
systems. Much of the work is concentrated on process model- 
ing (structure, representation and tools), numerical techniques 
(higher-index problems, consistent initialization, etc.) and ad- 
vanced simulation environment (software integration, user in- 
terface, etc.) {IVlarquardt, 1991]. 

Up to now, various approaches for solving the equations of 
the dynamic model of processes have been discussed and im- 
plemented, qhere are two distinctly different methods for dy- 
namic simulation: equation-based and module-based approach. 
The integration strategy of a large set of mixed differential and 
algebraic equations is the most essential issue in dynamic pro- 
cess simulation. In fact, there are many possible computational 
strategies to solve the equations in a dynamic model. The ad- 
vantages of the module-based approach are; 

- ease of understanding and implementation, 
-the maximum size of computational block is determined not 

by the total unit but by the largest unit, 
-improvement of computational efficiency by parallelism of 

process. 
The disadvantages of this approach are; 
-poor convergence and efficiency when a process has strong 

interactions between unit processes, 
-the need of synchronization or coordination when different 

integration methods are adopted to different modules. 
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The advantages of equation-based approach are; 
-flexibility in problem definition, 
-convergence not affected by recycle stream. 
The disadvantages of this approach are; 
- the need of large computer memory, 
- the need of structural problem formulation, 
- the need of advanced numerical methods. 

It is desirable to combine the advantages of above two ap- 
proaches. In this paper, a cluster-modular approach which has 
a simultaneous integration capability is pre:;ented and the gen- 
eral purpose dynamic process simulator, MOSA, is described. 

C LUS TER -M ODULAR  A P P R O A C H  

The module-based approach can be classified into two types 
of simulation methods according to the role: of a numerical in- 
tegrator: simultaneous and independent modular method (some 
authors refer to these as "coupled mode" and "uncouPled mode" ). 
In the former, a common integrator is used to integrate dif- 
ferential equations of all modules simultaneously, whereas in 
the latter, each module has its own integrator. Therefore, the 
former has the advantage of very accurate integration to take re- 
latively large step size. However, it is unfavorable for the 
memory problem because it should handle all modules at the 
same time. Though the latter takes small step size because it 
has the drawback in accuracy, it is able to be applied to the lar- 
ge-scale processes. 

The suggested method is in the middle of two methods. Its 
basic form of modules is identical with independent modular 
method and it solves the equations simultaneously as simul- 
taneous modular method. In independent modular method, each 
module is the independent units for evaluation, but the pro- 
posed method uses "cluster", the new evaluation unit that is 
the combination of one or more modules. The process is shown 
in sequential arrangement of these clusters. As this method 
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Fig. 1. Example of clustering of process. 
(a) topology based, (b) process dynamic based 

simultaneously solves each module in the cluster that is coupl- 
ed, it does not need to consider the complicated step to get the 
tear stream tha~: is needed to get a sequential structure of unit 

modules. 
Generally, a v,hole process can be partitioned into several 

blocks according to the process topology or dynamics. Fig. 1 
shows the exampiles of the partitioning. This study uses the stra- 
tegy that the system makes the clusters automatically from the 
process topology and the user changes the cluster structure to 
increase the performance of calculation. 
1. Simulation Model 

The model equations representing any unit of chemical pro- 
cess can be class:ified into three groups: first-order ordinary dif- 
ferential equations (ODEs) representing the balance equations 
[Eq. (1)], a set of internal algebraic equations [Eq. (2), (3)] and 
a set of coupled algebraic equations [Eq. (4)]. The internal alge- 
braic equations include only internal algebraic variables, x, 
which are defined only in the module, whereas the coupled 
algebraic equations include external algebraic variables, z, which 

are defined in the other module. 

dv =f(y, x, z, d, t) (1) 
dt 

x i =gi(y, x i , xr d, t) (2) 

x~ =g~ (y, d, t) (3) 

x, =g, (x, y, z, d, t) (4) 

Here, y is ODE state variable, x and z are algebraic variables, 
d is design pa]ameter and t is time. If ODE mode [Gani et al., 
1990; Gani c ta l . ,  1992] is used to solve the above equations, 
all ODEs of a cluster are solved simultaneously by a common 
integrator and then each module is in charge of solving alge- 
braic equations in the sequential modular fashion. 
2. Three-phase Calling Procedure 
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Fig. 2. Discontinuity location. 

time 

An inexact coupling may be introduced when Eq. (4) is solv- 
ed. since the external algebraic variable, z, may- not be updated. 
To avoid this problem, following three-phase module calling 
procedure is suggested. 

Phase 1 Solving the internal algebraic equations: To solve 
internal algebraic equations, each module is called by an in- 
tegrator through interface. After this stage, the values of all in- 
ternal variables in each module are known. I: is expected that 
many of external variables, z, may be calculated. 

Phase 2 Solving the coupled algebraic eqaations: To solve 
coupled algebraic equations, each module is called by integrator. 

Phase 3 -  Evaluation of right hand side of ODEs: Through 
phase 1, 2, all variables are available to evaluate the r.h.s, of 

Eq. (I). 
Although above three-phase calling procedure copes with 

many types of practical simulation problems, it is difficult to 
have exact coupling when Eq. (4) takes the form oli x~=g,(z,, 
_.). This often occurs when the modem complex control 
scheme is introduced. The only wea'lamss of the modular ap- 
proach presented here is sequential treatment of this true cou- 
pling algebraic equations. A direct substitution is implemented 
in the developed simulator to overcome this disadvantage. In 
fact, it was reported that this iteration scheme is stable and has 
no special difficulties in dynamic simulation [Ponton, 1982], 
Therefore general 3-phase calling procedure is used: 1-2~-3 call- 
ing procedure (the phase 2 calculation is forced to do M times 
where M is small integer, usually, 2 or 3). 

MOSA SYSTEM 

1. An Overview of MOSA 
MOSA is a module-based dynamic proces:~ simulator which 

has simultaneous integration capability and employs highly flex- 
ible structure for various application areas including discrete 
process simulation such as batch process. 

The main components of MOSA are shown in Fig. 2. The 
characteristics and functions of each component are as fol- 

lowing: 
(1) Input language system 

The input language system interprets the keyword-oriented in- 
put file and then generates simulation problem by writing main 
drive routine, event routines and data. Also, this pre-processor 
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analyzes the flowsheet structure and generates an initial clus- 
tering structure: by performing partitioning and precedence or- 
dering. User can modify this initial clustering structure by ad- 
ding his specific knowledge of the process. 
(2) Executive 

The executive monitors and controls the overall simulation 
task such as one step integration of overall problem, time and 
state event handling, interactive simulation, printing and dis- 
play. Especially at run time, user can interrupt the simulation 
by pressing any key on the keyboard and communicate with 
the system. 
(3) Supervisory integration routine 

The superviso:~' integration routine is in charge of one-step 
integration of the whole problem. 
(4) Equation solving package 

The equation solving package includes stiff integrator, matrix 
solver, etc. 
(5) Model library 

The model library is a set of FORTRAN 77 subroutines 
which model unit operation blocks or computational blocks. 
(6) Physical properties package 

The physical properties package has a physical property data- 
base of hydrocarbon components and subroutines for cal- 
culation of enthalpy, density, K-value through equation of states 
such as Soave-Redlich-Kwong, Peng-Robinson, etc. 

Current version of MOSA is implemented using FORTRAN 
77 on PC. 
2. Sparse Jacobian Handling 

As the size o:f integration block increases, the Jacobian ma- 
trix becomes more sparse. Sparse matrix technique enables us 
to save storage and computing time. The sparsity pattern can 
be constructed analytically or by numerical differentiation. In 
this work, we obtain the Jacobian sparsity pattern by using sen- 
sitivity analysis based on the numerical perturbation. Using this 
pattern, the wtriables are grouped to reduce the computational 
burden of Jacobian evaluation by finite difference method. 
3. Discontinuities Handling 

Various discontinuities can be introduced in dynamic simu- 
lation. Typical reasons for discontinuities in process model are 
phase change, control variables change by digital control sys- 
tem or a switch from a certain model equation to more appro- 
priate one during a transient. Furthermore a process may have 
inherent discontinuities due to discontinuous process operation_ 
These are typically encountered in batch processing and in con- 
tinuous processes during start-up or shut-down operations. 

In this work, MOSA finds discontinuity time using interpola- 
tion of discontinuity equation which is saved as function. As 
the sign of the equation is changed at the discontinuity point, 
MOSA changes the equation to Lagrange polynomial function 
using the past value of the equation and finds this point by 
Newton method This method is very efficient as it solves only 
one polynomial equation. As the discontinuity does not occur 
during integration, the stable integration is possible. When the 
discontinuity point is detected, MOSA performs a new in- 
tegration including the equation that causes the discontinuity re- 
gardless of the previous integration process. 

Fig. 3 explains this method. When the integration is per- 
formed to T,+:, the sign of the a-b-c curve which represents the 
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Fig. 3. The architecture of MOSA. 

discontinuity condition is changed and the solution is C. As the 
a-b-c curve is changed to the polynomial equation and this 
equation is solved by Newton method, the discontinuity point 
of the condition curve, b, is found and the discontinuity point, 
Td is determined. As the discontinuity point i~ known, the solu- 
tion curve is interpolated to get tile solution of this point, B. 
When the solution at T, is obtained, the integrator starts to 
solve the new problem with the initial value of this solution. 
After the discontinuity is introduced, the shape of the solution 
curve is changed to A-B-D. 
4. Event Processing 

Many discrete events are included in applications of dynamic 
simulation; for example, batch process, start-up, shut-down ope- 
ration, etc. For  these discrete events, the concept of event and 
state is used. An event is something that happens at a point in 
time, such as equipment trip, operation change and the change 
of the system state to a new state. A state diagram can be 
represented by a graph whose nodes are ,,,tates and directed 
arcs are the transitions labeled by event names. An example of 
a state diagram is shown in Fig. 4, and event section of input 
file, in Fig. 5. Events have condition statement which repre- 
sents the time of the event and action statement which repre- 
sents the action at this time. The type of condition statement is 
either implicit or explicit. Some authors refer to these as state 
event and time event [Barton and Pantelides, 1994]. For an ex- 
plicit event, the occurrence time is known. Thus, the integra- 
tion is performed to exact point of discontinuity and initial 
value problem is now solved from this point. On the contrary, 
for an implicit event, the time of the occurrence of the event 
(discontinuity) is not known. This time i,; obtained by the 
method explained previously. Next step is identical to explicit 
event handling. 

And the type of action is either point or duration. If the con- 
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Fig. 4. State and event diagram. 
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Fig. 5. Event section. 

dition is satisfied, point action is taken once at that moment. 
Duration action its a continuous action taken during the time 

when the condition is satisfied. 

P E R F O R M A N C E  T E S T  

To evaluate the: performance of the cluster-modular approach, 

a simple example is presented as shown in Fig. 6. For sim- 

plicity, all modules are assumed to be a perfect mixing tank 
without heat involved. Even distribution of flows from the 

same unit is also assumed. The mixing tank has NC ODEs 

(component material balance equations) and 3+NOUT AEs 
(total holdup, total outlet flow rate, level of tank and NOUT 

outlet flow rates), where NC is number of component and 

NOUT is number of outlet streams of a unit module. After par- 

titioning, we have 6 clusters, (1), (2 3 4 5), (6 7 8), (9 10), 
(11), (12). Various runs are compared according to the size of 

cluster, and Jacobian evaluation method in Table 1. 
In case I, full type Jacobian and no grouping method is used 

whereas in case II, sparse type and grouping method is used. 
In both cases, three runs are tested according to number of 

clusters (12 indicates all sequential and 1 does all simultaneous 

integration). In case I, 6-cluster simulation shows the best result. 
Though 1-cluster method takes relatively large step size and re- 

quires small number of steps, it requires more function evalu- 
ations due to having large size of Jacobian matrix. In case II, 

however, 1-cluster is the best when sparse technique is used. 

C A S E  STUDY 

A real process was simulated to show the ability of MOSA. 

This is the utility boiler process of a refinery plant, which con- 

sists of 5 boilers including control system. The process model 
comes from Lee's study [Lee, 1993a] and consists of 11 unit 

blocks and has 1'9 ordinary, differential equations and 118 vari- 
ables. Fig. 7 shows the block diagram of the utility boiler plant. 

The key function of a utility boiler plant is to supply high qual- 
ity steam stably; hence the pressure of header should be con- 

trolled tightly. The level of a drum should also be controlled to 
guarantee safe operation. The objective is the improvement of 

Fig. 6. Block diagram of  12-unit process (gray box indicates one 
cluster). 

Table 1. Performance statistics for Fig. 4 process 

Case I: full, nogroup II: sparse, group 

No. of 
12 6 1 12 6 1 cluster 

nstep 151 127 117 117 108 
nfe 164 160 202 140 139 
nje 1 1 2 1 1 
cpu (%) 100 78 95 69 62 

nfe: number of function evaluation 
nje: number of Jacobian evaluation 
cpu: cpu time (percent ratio compared with case I of 12-cluster) 
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Fig. 7. Block diagram of utility boiler plant. 

operability and safety through dynamic simulation of expected 
faults or situations. Thus, after the inspection of the simulated 

behavior of the safety device such as pressure safety valve 
equipped at the boiler, the safety of the boiler operation can be 

enhanced by the outfit or the adjustment of the device. 
The simulated situation is the trip of one of the 5 boilers and 

the simulation time is 60 minutes. Fig. 8 shows the pressure of 
high pressure header and the level of  boiler drum versus time. 

In this figure, the pressure and the level reach a new steady- 
state in about 30 minutes. Although the direct comparison of 

the simulation results with the real data in this situation was im- 
possible for the difficulty of  data acquisition, it was proven by 

field engineers that the trend of these two important variables 

was similar to the real situation. 

C O N C L U S I O N S  AND F U R T H E R  STUDIES 

The general purpose dynamic process simulalor, MOSA, which 
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Fig. 8. Pressure and level. 

is based on cluster-modular approach is presented. It is shown 
that the architecture of MOSA is adaptable to various problems 
and application areas through the case studies of batch and con- 
tinuous processes such as batch reactor, tank, distillation 
column [Lee, 1993b], and boiler. 

The methods based on sequential modular approach as the 
one used in this study require the user to provide the rea- 
sonable initial conditions. Therefore, if the main objective of 
the simulation is to study the responses to disturbances at 
steady state, the method to get the steady state values, such as 
the interface with external steady state simulators, should be 
studied. 

Current general-purpose dynamic simulators do not solve the 
high-index problems which occur mainly in the process with 
equilibrium calculation or dynamic design problem. However, 
many cases of index problem occur due to the simple fault of 

modeling or unnecessary assumptions for modeling. Therefore, 
the structural method for modeling is needed to avoid index 
problem in modeling process. Also, the expansion of model li- 
braries and applications to real plants is being studied. 
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